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ABSTRACT 
Exchange of peer-to-peer support in online Q&A communities plays 
an instrumental role in helping people learn and use complex soft-
ware tools. While prior work has documented how disabled people 
support each other in finding accessible practices and workarounds 
in different contexts, research on understanding their participation 
in dedicated online Q&A communities has been limited. Through 
the analysis of 180 conversation threads consisting of 1140 posts in 
an online text-based Q&A community of blind and low-vision audio 
producers, we reveal various strategies members in this community 
use to formulate their queries and provide effective solutions re-
garding screen reader based navigation of complex graphical user 
interfaces. We reflect upon our findings to discuss the complexities 
blind and low-vision software users face in developing a shared 
understanding during collaborative troubleshooting through tex-
tual conversations and reimagine how online Q&A platforms could 
enhance peer-to-peer instructional support among screen reader 
users. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in acces-
sibility; Empirical studies in collaborative and social com-
puting. 
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1 INTRODUCTION 
Online Question and Answer (Q&A) communities have been in-
strumental in helping people learn and perform skilled work across 
various domains from computer programming [37, 45] to graphic 
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design [19] to music production [21]. Given the increasing use of 
software and hardware tools in these domains, online Q&A plat-
forms play an important role in facilitating the ways in which peo-
ple learn to use and understand complex tools required for various 
forms of skilled work. Prior research has studied how members of 
Q&A platforms such as Yahoo! Answers, Quora, StackExchange, and 
software-specific mailing lists help each other in learning to use and 
troubleshoot complex software required for computer-supported 
skilled work [2, 24, 25, 42, 65, 67, 68]. Engaging in these platforms 
has benefits beyond learning, as the peer-to-peer exchange of sup-
port in these spaces can foster a sense of community through con-
structive dialogue [51, 67]. Although limited work analyzes the 
practices of people with disabilities in dedicated Q&A spaces (see 
[29, 30, 61] for exceptions), how disabled people often help other 
in securing access and identifying workarounds to inaccessible 
environments and technologies has been well-established in the 
literature [3, 16, 26, 34, 36]. By analyzing online Q&A communities 
that are created for and by disabled people, we can better under-
stand the kinds of support people are seeking, including help with 
pervasive accessibility issues, as well as how experts support others 
in learning to use complex software required for skilled work. 

The present study focuses on how blind and low-vision screen 
reader users engage in online Q&A as part of learning the tools and 
practices of audio production. Audio production is a particularly 
compelling domain of inquiry, as prior work has documented the 
growing interest in the field—both professionally and as a hobby— 
among blind and low-vision people as well as pervasive accessibility 
issues with audio production software and hardware [39, 50, 58]. 
Specifically, audio production software—often called Digital Au-
dio Workstations (DAWs)—contain complicated Graphical User 
Interfaces (GUIs) that are geared towards sighted users, leading to 
accessibility challenges, workflow disruptions, and inefficiencies 
for screen reader users [50, 58]. Given these difficulties, experi-
enced blind audio producers often create accessible tutorials that 
can help beginners and seasoned professionals alike develop fur-
ther competency and expertise in using complex audio production 
interfaces [57]. While peer-to-peer learning in online Q&A com-
munities involving sighted people has been studied extensively 
(e.g., [2, 45, 55, 60, 66–68]), we know less about how blind and low-
vision people use similar spaces to exchange instructional support 
and develop technical skills and expertise. To help bridge this gap 
in the literature, we analyze one specific online text-based Q&A 
community: a publicly available mailing list in which blind and 
low-vision screen reader users seek and provide instructional sup-
port regarding accessible audio production tools and practices. This 
community was initiated in 2011 and discusses the use of Logic 
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Pro, a popular DAW on macOS with VoiceOver screen reader. Our 
analysis addresses three primary research questions: 

• RQ1: What types of discussions take place in this community? 
• RQ2: For discussions related to seeking help, with which as-
pects do learners request help and how do they formulate their 
help requests? 

• RQ3: How do community members support help-seekers in 
understanding how to use and navigate the DAW with a screen 
reader? 

We report findings from an analysis of 180 conversation threads 
consisting of 1140 individual posts from this online text-based Q&A 
community initiated and managed by blind audio producers. Our 
analysis reveals four primary types of discussions that occur in this 
community, including understanding navigation and interaction 
within the DAW, product reviews and recommendations, promo-
tional and sales activities, and advocacy and sustaining accessible 
tools and tutorials. Analysis of posts related to navigation and in-
teraction with the DAW reveal how help-seekers formulate their 
questions and ask for assistance in learning to use audio production 
software. Finally, we detail different strategies experienced helpers 
adopt to support help-seekers in addressing challenges of navi-
gating and interacting with complex GUIs and how both parties 
resolve misalignments that arise not only in help-seekers’ under-
standing of screen reader-based navigation of DAWs but also in the 
communication between helpers and help-seekers. 

Our paper makes three key contributions. First, we provide an 
empirical overview of the different kinds of discussions supported 
by an online Q&A community of blind and low-vision audio produc-
ers, highlighting topics ranging from peer-to-peer support regard-
ing use of software tools to coordinating on sustaining accessible 
learning materials and advocating for software accessibility. Sec-
ond, we contribute a detailed analysis of different strategies for 
formulating help requests and providing effective solutions regard-
ing screen reader based GUI navigation, illustrating the complexity 
of collaborative troubleshooting in this context. Finally, we reflect 
upon the different factors that aid or disrupt the development of 
shared understanding among screen reader users in troubleshoot-
ing contexts and discuss opportunities for reimagining the ways in 
which online platforms enable peer-to-peer instructional support 
among screen reader users. 

2 RELATED WORK 
Our work builds upon research on online Q&A communities and 
online help-seeking and peer support among disabled people. 

2.1 Online Q&A Communities and Practices 
Over the past two decades, there has been an emergence of online 
Q&A forums, which are online spaces where people with shared 
interests pose questions about their activities and problems, and 
receive answers or comments from a broad set of individuals. Prior 
work has examined participation on Q&A platforms e.g., Yahoo! 
Answers [2], Quora [48, 68], StackExchange [19, 21, 37, 45], and 
mailing lists [24, 67]. This work indicates that the success of online 
Q&A platforms hinges upon users’ perceptions about the answers 
provided, incentives for answering questions, and approach to de-
signing these forums. Harper et al. [25] proposed categorizing the 

kinds of questions asked within these spaces as conversational, dis-
cursive, or informational. Others identified many different types of 
questions, including factual (seeking objective data), advice (seeking 
recommendations), opinion (seeking others’ viewpoints), and non-
questions (spam) [27, 37, 42]. Prior work has also characterized var-
ious types of users in these spaces, including lurkers, help-seekers 
(askers), and help-givers (responders) [65]. As is the case with 
peer-production communities like Wikipedia [31], a few highly 
active users contribute a majority of the content (i.e., questions 
and answers) posted within these spaces [65]. Nevertheless, online 
Q&A platforms rely on a combination of intrinsic and extrinsic 
motivation to participate, including visible reputation markers and 
connections to one’s interests and identities [27, 67]. 

Researchers have also investigated the help-seeking and help-
giving strategies enacted on these online communities [59]. For 
instance, past work has characterized how the same people engage 
differently in two separate Q&A venues i.e., a mailing list on R 
programming language versus the StackExchange network on the 
same topic [67]. Others highlighted what types of career advice 
responses are most valued in an online career support community 
[66], how instructors make use of online Q&A forums for trou-
bleshooting and seeking help regarding online teaching [55], and 
the differences in argumentation style between experts and new-
comers on a programming language related forum [64]. Hudson 
et al. [28] examined several software help forums to uncover that 
use of non-standard terminology and lack of visual demonstration 
and information on current system state in a help-seeking post tend 
to prompt requests for further clarification from helpers. 

Another relevant branch of research involves how people engage 
in social media question asking (SMQA), where the participants 
facilitate Q&A activities through social media platforms (e.g., Face-
book groups) that are not specifically designed with help-seeking 
in mind, as opposed to dedicated Q&A forums like Quora and Stack-
Exchange. These studies look at people’s reasons for turning to 
social media for help-seeking and the factors affecting the out-
comes of these efforts [41], the goals and strategies of social media 
help-seeking [44], and help-seekers’ expectations when they tag 
acquaintances in their posts [20]. One distinction is that much of 
the SMQA literature focuses on social support (e.g., in the context 
of health [44]) rather than peer learning and instructional support 
among professionals and hobbyists. 

2.2 Online Help-Seeking Practices and Peer 
Support Among People with Disabilities 

Prior research within Human-Computer Interaction (HCI), accessi-
bility, and Disability Studies highlights how accessibility is created 
among groups of people with and without disabilities [4, 10, 15, 16, 
34] and the ways in which disabled people are agents in securing 
access [3, 18, 26, 36]. As part of navigating disability experiences, 
scholars have begun to analyze the online help-seeking practices 
among disabled people. Most closely related to our work are studies 
of blind and low-vision programmers who engage in help-seeking 
online. For example, blind and low-vision programmers often expe-
rience difficulty finding support from others who are knowledge-
able about accessibility issues [47], even in online Q&A forums 
dedicated to programming support [62]. To better understand the 
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help-seeking behavior of novices, Johnson et al. [29] studied a text-
based forum for blind programmers called Program-L. They detail 
the community norms such as introducing oneself (and disclosing 
disability), describing one’s setup (e.g., IDE and screen reader), and 
making requests for informational (i.e., knowledge-based) support 
and practical assistance. 

Beyond these few studies on help-seeking related to skilled work, 
other research has examined how disabled people give and receive 
peer support in online spaces related to other goals. For example, 
early work explored how blind people ask visual questions by post-
ing photos and receiving answers from sighted people through 
crowdsourcing applications (e.g., VizWiz [5]) and social network-
ing sites [9]. Others have examined parenting groups on Facebook 
to understand co-reading practices of blind parents and their chil-
dren [61] and blind podcasters’ content on interactions with voice-
activated personal assistants (e.g., Amazon Echo, Apple Siri) [1]. 
Similarly, Gotfrid et al. [23] analyzed online forum conversations 
among disabled knitters to understand accessibility in knitting prac-
tices. Still others have examined how disabled people and their care 
partners (e.g., parents, spouses, adult children) seek and receive 
social support through online communities, such as an online fo-
rum for people with dementia [30] and a video-based platform for 
parents of children with developmental disabilities [7]. 

Despite extensive work on Q&A communities in general and 
online peer support practices among people with disabilities, we 
know less about how disabled people—particularly blind and low-
vision screen reader users—engage in online peer-to-peer support 
as part of learning to use and troubleshoot accessibility issues with 
complex software tools. 

2.3 Accessibility in Audio Production 
A growing body of work within HCI and accessible computing 
has been investigating accessibility in audio content creation for 
blind and low-vision people. Research in this space has primarily 
focused on designing novel and multimodal tools using sonification 
[39], haptic feedback [49, 63], and tangible and tabletop objects [46] 
to support blind people in audio editing and music composition. 
To a lesser extent, researchers have also investigated how blind 
and low vision audio producers and music composers learn and 
use existing audio production software and music technology [50, 
57, 58]. They have detailed the ways blind audio producers pieced 
create workflows that combine a multitude of semi-accessible tools. 
These studies also highlighted how seasoned blind audio producers 
maintained and engaged in several online spaces (e.g., WhatsApp, 
online forums, mailing lists, etc.) for discussions related to accessible 
audio production, where they used their hard-earned expertise with 
accessible music technologies to help other screen reader users learn 
these tools. Our work extends this research by providing a detailed 
account of how peer-learning takes place in an online text-based 
Q&A community of blind audio producers. 

3 METHOD 

3.1 Context of Study: An Online Q&A 
Community for Blind Audio Producers 

Prior research (e.g., [58]) revealed the existence of multiple pub-
licly available online communities for blind and low vision audio 

producers, each centered around discussing accessible interactions 
with DAW software (e.g., Logic Pro, REAPER, or Pro Tools). After 
reviewing these online spaces, we decided to focus our analysis 
on an online community for blind and low-vision audio producers 
who use Logic Pro using the VoiceOver screen reader. Members 
can start a new thread with a subject line and original post, and all 
subsequent posts made in response to the original post (i.e., replies) 
will appear as a single thread. This platform is primarily used like 
a mailing list where sending out a new email and replying to an 
existing email are equivalent to creating a new conversation thread 
and replying to that thread respectively. Members communicate 
almost exclusively using text and sometimes send audio files or 
external links as attachments – but no images. The community 
started on January 2011 and is active as of the writing of this paper. 

We chose to focus our analysis on this community over others be-
cause understanding and interpreting conversations in these Q&A 
platforms requires technical knowledge of the particular DAW and 
screen reader. As such, we focused on the online community that 
discusses a DAW-screen reader pairing (Logic Pro and VoiceOver) 
with which the research team is most experienced. 

3.2 Data Collection 
We collected data during August 2020. Using the search filter func-
tionality on the mailing list, we manually collected links of all con-
versation threads posted over a six-month period between February 
1, 2020 and July 31, 2020. This resulted in our corpus consisting 
of 180 conversation threads (respectively 18, 27, 32, 37, 36, and 30 
threads in each of the six months). Each thread contained between 
1 and 38 posts including the original post and replies (median 4 
posts per thread), resulting in a total of 1140 posts in our corpus. 
For each thread, we collected the subject, date of posting, original 
post, and subsequent replies on the thread. We decided to limit 
our analysis to six months of activity because of the complexity of 
discussion (posts and replies) within each thread, our corpus being 
comparable in size to what other studies on online communities 
analyzed [29, 30, 61], and because we began to observe common 
patterns and themes across our data. 

3.3 Data Analysis 
We analyzed the data in two stages. First, to address RQ1 (i.e., the 
types of discussion made within this space), the first-author per-
formed an initial open coding on our entire corpus based on the 
subject and first post of each thread. Initial codes included, for ex-
ample, “selling musical instruments”, “communicating accessibility 
issues to DAW developers”, “seeking recommendations for accessi-
ble plugins” and more. Although we had a sense of some types of 
conversations that occurred in this forum, we kept an open mind 
about other possible discussion topics. The three authors regularly 
met to discuss these open codes and then refined and reworked the 
codes into four categories that captured the main topics of discus-
sion: (1) understanding navigation and interaction within audio 
production software, (2) product reviews and recommendations, (3) 
promotional and sales activities, and (4) advocating for and sustain-
ing accessible tools and tutorials. Once we developed this coding 
scheme, the first and third authors independently coded a random 
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sample of 20% of the conversation threads in our corpus. We cal-
culated inter-rater reliability using Cohen’s Kappa (unweighted) 
which yielded 𝜅 = 0.93, indicating high agreement among coders 
[33]. We resolved any disagreements through discussion and the 
first author then coded the rest of the threads. We report frequency 
of discussion types and examples in Section 4.1. 

Next, to answer RQ2 and RQ3, we analyzed discussion threads 
4 FINDINGS 

related to understanding navigation and interaction within audio 
production software (total 138 threads). We took a bottom-up ap-
proach in our data analysis at this stage, where we did not start with 
preconceived codes or themes but relied on the data to guide our 
coding process. Following a thematic analysis approach [11], the 
co-authors first familiarized themselves with the data by looking at 
conversation threads together to develop a shared understanding. 
Following this, we performed an initial open coding of the threads, 
paying particular attention to types of questions asked, challenges 
described by help-seekers, and strategies used by helpers to com-
municate possible solutions. We also produced analytic memos for 
a deeper analysis of selected threads that contained rich interac-
tion between helpers and help-seekers. These memos allowed us 
to draw connections between initial queries, follow-up clarifica-
tion requests and suggested solutions, identify potential sources of 
misalignment between helpers and help-seekers, and develop com-
mon themes across our data. While the first author led the coding 
process, the research team met regularly to discuss the codes and 
analytic memos, through which we reached researcher agreement 
on themes. Through iterative comparison between our codes, data, 
and memos, we reworked these themes into the findings presented 
in Sections 4.2 and 4.3. While data analysis for RQ1 involved a 
closed-ended coding scheme and required inter-rater reliability, 
our approach to RQ2 and RQ3 followed established practices of 
inductive thematic analysis where we relied on an iterative process 
of discussion and refinement [38] to identify and report the most 
salient and cross-cutting themes. 

All co-authors of this paper are sighted. The first author who 
led data coding and preparation of analytic memos has experience 
with multiple DAWs and screen readers and has worked closely 
with blind and low vision audio producers for four years. 

3.4 Ethical Considerations 
We obtained approval from our university’s Institutional Review 
Board to perform analysis of public discussions in online platforms. 
We critically reflected upon the ethics of conducting research using 
publicly available data shared by people who did not provide their 
explicit consent and how data collection and reporting approaches 
can harm marginalized communities [35, 69]. Following established 
practices for preserving anonymity and privacy of individuals, we 
de-identify and paraphrase original text for excerpts reported in the 
paper [12, 40]. As sighted researchers, we did not join the mailing 
list which was primarily a space for blind and low-vision audio 
producers. Hence, we did not collect information about total number 
of members and their identities and grounded our analysis only on 
publicly available data. Since we did not know members’ gender 
identities and preferred pronouns, we use they/them pronouns 
when describing their activities. Note that the ‘helper’ or ‘help-
seeker’ designations used in this paper do not apply universally 

to any given community member but on a thread-by-thread basis 
depending on whether a member is seeking or providing help in 
that particular thread. That is, a help-seeker in one thread can be 
the helper in another thread, and vice versa. 

Our overarching goal is to understand how peer-to-peer instruc-
tional support takes place in this online community among blind 
audio producers. We structure our presentation of findings follow-
ing our three research questions. First, we briefly describe the types 
of discussions taking place in this community (RQ1). Then given our 
analytic interest in instructional support, we turn our attention to 
a more detailed analysis of the kinds of help-seeking requests made 
within this community and how members formulated their requests 
for help (RQ2). Finally, we describe the strategies helpers used to 
support help-seekers, elaborating on examples of their conversa-
tions and interactions with audio production tools to illustrate the 
complexity of collaborative troubleshooting in this context (RQ3). 
Given that the posts include audio production and screen reader 
related terms that general readers may not be familiar with, we 
provide a glossary of repeatedly-used terms. 

4.1 What Types of Discussions Take Place in 
This Community? 

Our analysis revealed that blind audio producers in this community 
participated in four broad categories of conversations: (1) under-
standing navigation and interaction within audio production tools, 
(2) product reviews and recommendations, (3) promotional and 
sales activities, and (4) advocating for and sustaining accessible 
tools and tutorials. Overall, 178 out of 180 conversation threads 
in our corpus corresponded to one of these four categories, while 
the two remaining threads were created by a member for testing 
purposes and did not have any discussion topic. 

4.1.1 Navigation and Interaction Within Audio Production Tools. 
The most prominent activity on this forum (76.7% i.e., 138 out of 180 
threads) involved asking questions and providing answers regard-
ing accessible ways to navigate and interact with Logic Pro, which 
was the primary DAW of interest among community members, as 
well as other audio production tools. These conversation threads 
typically received high engagement from members with multiple 
back-and-forth questions and answers. Our analysis revealed inter-
esting and varying instances of how members attempted to discuss 
and resolve the complexities they faced associated with screen 
reader based GUI navigation on the DAW, such as learning how 
to perform a task, keyboard shortcuts or features not working as 
expected, certain features disappearing from the interface, and new 
features appearing after software updates. Given our focus on un-
derstanding instructional support, we detail these discussions in 
Sections 4.2 and 4.3. 

4.1.2 Product Reviews and Recommendations. Roughly 12% (23 out 
of 180 threads) of our data were related to reviews and recommen-
dations for audio production tools. A common example of such 
activity was exchanging reviews and recommendations on how 
accessible certain software and hardware tools were for blind and 
low-vision users. One poster said: “On Pro Tools, many plugins are 
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not fully accessible without extended use of scripting. How is the acces-
sibility in Logic for parameters and settings of plugins like <Names>?” 
Members also sought out feedback regarding new software versions 
before installing updates on their computer, especially since soft-
ware updates are known to break or reduce screen reader support 
in DAWs and other software [58]. One member asked: “Is it safe to 
update Logic Pro to the latest version? I’ve not updated it for a while. 
Are there any known VoiceOver bugs?” 

4.1.3 Promotional and Sales Activities. While the forum was pri-
marily used for asking and answering questions about accessible 
use of audio production tools, it also served as a space for blind 
audio producers to advertise their content, services, and equipment 
to people with shared interests and needs (9 threads or 5% of our 
data). For example, some members shared music they had created 
while others advertised their teaching and professional services. 
One person posted: “Wrote a jazz piece and decided to record using 
Logic Pro. If interested, here’s the YouTube link.” Another posted, 
“I’m available for one-on-one training on how to use Logic Pro. Write 
me off the forum if interested.” Some also posted ads to sell used 
equipment such as computers, musical instruments, and more. 

4.1.4 Advocating for and Sustaining Accessible Tools and Tutorials. 
Our data also included instances of individual and collective efforts 
to advocate for better screen reader support on audio production 
tools and facilitate the onboarding of blind and low-vision learn-
ers. While only eight discussion threads (about 4%) were in this 
category, threads like these play an important role in improving 
accessibility of audio production tools and sustaining accessible 
resources [57]. Members shared their experience with contacting 
software developers and the status and outcome of their advocacy 
efforts. One poster said, “I’ve been in contact with <App> support. 
They told me the Mac app still isn’t accessible, but they’re planning 
to include VoiceOver support.” 

We also observed threads where members coordinated their strat-
egy for collectively approaching software developers. An expert 
member posted ideas on joining forces to share blind users’ needs to 
Apple (developer of Logic Pro). This member also shared a Google 
Form to crowdsource a list of accessibility issues in Logic and made 
this list available for public review in a GitHub repository. 

“First, we can encourage as many folks as possible to 
reach out to Apple and let them know there is a large 
customer base who care about accessibility for Logic. 
Second, we should approach Apple as a community with 
more consistency in our message. If we come up with a 
collective message from within the community, it might 
be helpful in addition to individual voices.” 

Beyond advocacy efforts, members initiated and joined collab-
orative efforts around creating, sharing, and curating accessible 
audio production tutorials so that others can easily find them. One 
poster asked another member, “Hey! If you make a tutorial, care 
if I share it on <Website> and the YouTube channel so its easily ac-
cessible from search results?” Because these tutorials are rooted in 
the experiences of blind audio producers, they are more likely to 
resonate with the challenges faced by new learners who are just 
getting started with DAWs using screen readers [57]. 

Figure 1: Screenshot of a DAW called Logic Pro. 

4.2 How Do New Learners Seek Help in This 
Community? 

Working on audio production (e.g., editing, mixing, mastering) in-
volves simultaneously paying attention to multiple audio tracks, 
controlling a number of parameters (e.g., volume levels) and more— 
all while navigating a complex DAW interface (Figure 1) in combi-
nation with third party plugins, digital instruments, and hardware 
tools. While the use of a DAW’s graphical user interface has a steep 
learning curve for sighted and blind users alike, sighted users have 
access to persistent visual cues and representations (e.g., audio 
waveforms) on the GUI and can glance over multiple windows 
and use the mouse pointer to discover and control a myriad of 
information. Such visual UIs, however, are not typically designed 
with much consideration for screen reader users. Due to a screen 
reader’s sequential navigation of UI elements and ephemeral na-
ture of audio feedback, screen reader users face unique experiences 
and challenges with discovering and keeping track of information 
across different parts of a DAW’s complex GUI. Furthermore, cer-
tain information and features may not have screen reader support 
at all, while several other less accessible features might require the 
use of workarounds that are not common knowledge for all users. 
To make matters worse, mainstream tutorials and guides primarily 
focus on mouse-based navigation of GUIs and do not account for 
the unique experiences of screen reader users. All of this makes 
learning how to use a DAW particularly difficult for new learners 
who are blind, many of whom turn to this online community to 
receive support from experienced helpers. 

Our analysis revealed that help-seekers in this community asked 
a variety of questions to receive support in navigating and interact-
ing with the DAW and associated software and hardware tools. Our 
analysis revealed three high-level types of questions posters asked 
regarding interaction with the DAW: (1) developing a preliminary 
understanding of a topic; (2) expanding or verifying current under-
standing of a topic; and (3) troubleshooting a problem encountered 
while using the DAW. Here, a topic may involve using a feature (e.g., 
a GUI element, keyboard shortcut) and/or performing a task using 
the DAW. Below we detail the categories of questions including 
some archetypes of common questions that help-seekers asked and 
how they structured these questions. 
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4.2.1 Developing a Preliminary Understanding. The questions in 
this category mainly involved help-seekers looking to gain knowl-
edge about a GUI element, feature, or a DAW workflow they had 
not used before. Help-seekers formulated their questions in ways 
that would make it easier for helpers to understand the context of 
their use and provide necessary suggestions accordingly. Most help-
seekers posted help requests that specified what they wanted to 
achieve (goal) and their current level of experience and knowledge 
(prior knowledge) before posing their main query. Occasionally, they 
added why they wanted to learn a new feature or a task (motivation) 
and how learning to use (or not being able to use) this feature would 
affect their work (impact). Below are a few examples of such posts. 

What is <a feature>? What can I do with <a fea-
ture>? “As a new user of Logic Pro (prior knowledge), 
could anyone explain what ‘Event List’ is (query)?” 

“Can anybody explain explain all use cases of the short-
cut Command+Shift+E? (query) Since I can’t afford to 
hire someone to get my audio mixed, I thought I should 
learn about it (motivation).” 

How to do <a task>? “I would like to mute out portions 
of an audio track instead of trimming it out (goal). Could 
folks share step-by-step guidance on how to do it (query). 
Having some instructions rather than figuring it out 
myself would save me a lot of time (impact).” 

4.2.2 Expanding or Verifying Current Understanding. For this cate-
gory of questions, help-seekers might have previously developed 
some understanding and first-hand experience with a feature or 
task on the DAW and they sought to build upon their existing 
knowledge by learning new use cases of a feature or more efficient 
ways of doing a task. They might also seek to verify their under-
standing or speculation about various use cases of a feature or task. 
For such questions, in addition to using the strategies described 
in the previous category (goal, prior knowledge, motivation, query, 
impact), help-seekers also incorporated in their questions how they 
currently use a certain GUI element, keyboard shortcut, or work-
flow (current practice) and/or their speculation about the potential 
use cases of a feature or task. 

Can I use <a feature/task> for a specific/different 
<use case>? “... duplicating a track and having another 
instrument play the same tune (current practice), can 
you apply that same concept with vocals? Or do you 
have to manually sing background vocals? (query) I 
want to create a track with background vocals (goal). So 
I thought if I could duplicate the main track and simply 
apply some effects to it (speculation)?" 

Is what I know about <a feature/task> correct? 
“Is my understanding correct that if I want minor chords 
I’ll need to use the ‘Event List’ and change the third of 
the major chords (speculation, prior knowledge)?” 

What is a more efficient or accessible way to do 
<a task>? “With <App>... when I try to add plugins 
to a track (goal)... none of the plugins are labeled. So 
I’d need to open each plugin just to learn which one 
is loaded, and if I accidentally load the wrong one, I’d 
have to find and choose a new plugin and hope it’s the 

correct one (prior knowledge, current practice)... Does 
anyone know a better way to deal with plugins(query)? 
My current workflow is starting to frustrate me and I’ve 
been dealing with this for nearly a month (impact).” 

4.2.3 Troubleshooting. One of the most common types of questions 
help-seekers asked were about troubleshooting problems regarding 
their navigation and interaction with the DAW. For relatively expe-
rienced DAW users who are blind or low vision, as we will see in 
Section 4.3, troubleshooting by themselves may come with several 
challenges, including screen readers providing incomplete infor-
mation about the system state or not sharing sufficient feedback 
on the result of their actions. By effectively describing a problem, 
help-seekers can leverage the prior experience of seasoned helpers 
within the community, who may have experienced similar prob-
lems themselves in the past, to identify the likely cause. To frame 
their questions for troubleshooting, help-seekers explained what 
task they wanted to perform (goal), what the configuration of the 
system was, what problem occurred, what error messages they re-
ceived from their screen reader if any, what steps or actions they 
performed before the problem occurred or afterwards to address 
the problem, and how the problems affected their work (impact). 
Considering this contextual information, help-seekers asked why 
the problem was occurring (query about reason), what the problem 
or screen reader feedback meant (query about meaning), and how 
to solve the problem (query about solution). 

Why is <a problem> occurring? “When I want to 
send someone a project file (goal), I save it with the 
typical Control+Option+Space shortcut on folder, click 
save, and compress the saved project into a zip file and 
send it (actions performed before problem). But after 
the other person receives and tries to open it, why does 
it fail to open (query about reason)?” 

How to solve <a problem>? “I am recording flute 
into a mic (goal) through <App>, maximizing input 
level (system configuration), recording while listening 
to playback through my headphones (actions performed 
before problem). The problem is that the volume of the 
flute seems too loud (problem), which prevents me from 
hearing the background instruments (impact). How can 
I decrease the flute’s output volume without reducing 
the input volume so that it doesn’t dominate what I’m 
hearing (query about solution).” 

“I have the same shortcuts configured (system config-
uration) and I even went to ‘select’ menu and chose 
‘deselect all’ (actions tried to address problem) but it 
didn’t work (problem). Got any other suggestions or 
alternative tools? (query about solution)” 

What does <a screen reader feedback> mean? 
“I was making a beat today (goal). The message pops 
up while working on the project, “error synchronizing 
audio and MIDI” (screen reader feedback). What does 
that mean? (query about meaning) How do I resolve it? 
(query about solution)” 

If help-seekers found a solution to the problem on their own, 
occasionally they added the solution to their original thread to 
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support other new learners. For example, one help-seeker followed 
up on their own query, “I’ve solved it. Why didn’t I find it before!... 
I didn’t have all my tracks lined up correctly, so simple!” In many 
cases, however, troubleshooting required back-and-forth conversa-
tions between helpers and help-seekers, with experienced helpers 
adopting various strategies to provide effective suggestions, which 
we detail next. 

4.3 How Do Experienced Members Support 
Help-seekers? 

In response to help-seekers’ troubleshooting-related questions, 
helpers in this community provided step-by-step instructions on 
identifying the causes of the issues and ways to solve those, often 
requiring multiple iterations of back-and-forth replies and other 
members chiming in. We identified six key strategies helpers used 
to support help-seekers: (1) teaching others to use clear, standard 
terminology, (2) providing navigational signposting to help them lo-
cate GUI elements, (3) sharing strategies for extracting information 
by using screen reader and keyboard focus, (4) inferring system 
state in the absence of screen reader feedback, (5) resolving in-
correct mental models of how features work, and (6) augmenting 
text-based support with additional resources. 

4.3.1 Teaching Help-seekers to Use Clear, Standard Terminology. 
Screen reader feedback always includes specific terminology and 
names for different actions and GUI elements. If help-seekers de-
scribe actions using vague terminology or refer to GUI elements 
using unfamiliar or non-standard names, it can prevent helpers 
from understanding their questions and providing the support help-
seekers need [28]. Thus, one of the first things helpers do is to 
teach help-seekers standard terminologies and exact names of GUI 
elements that are embedded in the DAW or its documentation and 
conveyed in screen reader announcements. In one thread, a poster 
asked: “How do you lock the mouse?” In response, another poster 
clarified that ‘mouse lock’ is not a standard term and provided 
the standard term instead: “I think it’s referred to as ‘mouse down,’ 
not ‘mouse lock’.” Helpers also teach help-seekers to distinguish 
between and avoid confusion regarding GUI elements that have 
similar names. For example, when suggesting the use of an action 
that is called ‘Create 2 Automation Points’, a helper clarified that 
he was not referring to performing another similar-named action 
titled ‘Create 1 Automation Point’ twice—and also provided an 
explanation about the difference between these two actions. 

4.3.2 Providing Navigational Signposting to Help Locate GUI Ele-
ments Using a Screen Reader. Figuring out how to locate GUI el-
ements is a prerequisite for navigating a complex DAW using a 
screen reader. Blind and low-vision users need to sequentially move 
the screen reader focus from one GUI element to another (buttons, 
menu items, read-only text etc.) that are organized in a hierarchical 
tree-like structure (i.e., the accessibility tree or hierarchy1). While 
a sighted user might glance across the display to locate spatially 
separated elements, screen reader users must move up, down, or 
across different branches and levels of the accessibility tree to reach 

1Accessibility Objects and the Accessibility Hierarchy. 
https://developer.apple.com/library/archive/documentation/Cocoa/Conceptual/ 
Accessibility/cocoaAXOverview/cocoaAXOverview.html 

Figure 2: ‘Type’ and ‘Fade out’ are two GUI elements spatially 
positioned nearby a particular pop-up button of interest on 
the DAW Logic Pro. 

the same elements—a time-consuming and potentially confusing 
process for users with less experience [54]. 

Given the complexities of screen reader navigation of DAW in-
terfaces for relatively inexperienced help-seekers, one way helpers 
supported help-seekers in locating GUI elements they were not 
familiar with was by providing navigational signposting—or ori-
enting linguistic cues that would help understand the hierarchical 
location and relationships of various elements. Helpers often re-
ferred to the name and type of a parent element in the accessibility 
tree, particularly if the name and location of the parent element 
were considered common knowledge. For example, when a help-
seeker needed to identify the location of a dialog box named “Apple 
loop,” a helper suggested: “File > Export > Apple Loop will get you 
the dialog.” Referring to less common menu items like ‘Export’ and 
‘Apple Loop’ without additional signposting (i.e., the well-known 
’File’ menu) would likely result in confusion on the help-seeker’s 
part and require additional turns of conversation. 

Elements that were buried deep inside the GUI or in a portion of 
the GUI the help-seeker had not explored beforehand often required 
additional signposting, such as referencing other nearby elements. 
Even if none of the nearby elements were well-known, mentioning 
those might be helpful because if the help-seeker ran into those 
elements, they would be able to figure out that their desired element 
was nearby and narrow down their scope of search to a specific 
region of the GUI instead of traversing the entire accessibility tree. 
For instance, a helper specified the location of a pop-up button 
by saying “navigate to the pop-up button next to ‘Type’ which is 
below ‘Fade out’.” Here, ‘Type’ and ‘Fade out’ are two GUI elements 
spatially positioned nearby the particular pop-up button of interest 
(see Figure 2). Also interesting is the use of directional terms ‘next to’ 
and ‘below’—for two reasons. First, such usage of directional terms 
on the helper’s part indicates an assumption that the help-seeker 
had an understanding of how ‘next to’ and ‘below’ indicate sideways 
and vertical navigation of the screen reader cursor. Moreover, these 
terms suggest that in this particular case, the help-seeker would 
need to explore both sideways and vertically, because moving only 
in one direction (e.g., vertically) might result in the help-seeker 
forming an incorrect understanding of how the GUI element of 

https://developer.apple.com/library/archive/documentation/Cocoa/Conceptual/Accessibility/cocoaAXOverview/cocoaAXOverview.html
https://developer.apple.com/library/archive/documentation/Cocoa/Conceptual/Accessibility/cocoaAXOverview/cocoaAXOverview.html
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interest is spatially organized with respect to nearby elements and 
eventually failing to find the desired GUI element. 

We found many such instances of navigational signposting, 
where helpers referred to a variety of GUI elements by specifying 
their names and types (e.g., “Amp Type pop-up button” or “Tracks 
radio button” ) or by triangulating the location of an element with 
respect to nearby elements (e.g., “Region Inspector - usually the first 
table in the ‘Inspector’ just past where it says ‘Regions’,” or “the ‘Dis-
closer’ triangle next to where it says ‘More’.” ). Collectively, these 
examples show the importance of strategic navigational signpost-
ing provided by helpers to support help-seekers in navigating and 
successfully locating obscure GUI elements and complement prior 
work that documented the use of similar signposts or landmarks 
by screen reader users in other contexts such as web browsing [8]. 

4.3.3 Sharing Strategies for Extracting Information Through Screen 
Reader and Keyboard Focus. In addition to navigating to a certain 
GUI element, users must also understand how to access relevant 
information from the element as part of accomplishing a task on a 
DAW. Efficiently performing an audio production task requires a 
user to figure out ways to maximize the amount of information that 
can be obtained about GUI elements in a DAW, which is uniquely 
challenging because often screen readers do not announce all avail-
able information about a GUI element that is visually available to 
sighted users. One efficient approach that helpers shared involved 
using the screen reader cursor and keyboard focus strategically to 
receive different types of auditory feedback. Important to note is 
that the screen reader cursor is not the same as keyboard focus.2 

Keyboard focus can only select and switch between certain GUI el-
ements that users can interact with (e.g., buttons, sliders, text input 
fields, links etc.). Many other non-interactive elements such as text 
headings, paragraphs, and read-only warning text in a dialog box 
cannot receive keyboard focus. In contrast, the screen reader cursor 
can move between all interactive and non-interactive elements of 
an accessible user interface. 

Even when both the screen reader cursor and keyboard focus 
can access an element, in some cases there is value in choosing to 
use one over the other. A key goal for helpers is to make inexpe-
rienced help-seekers aware of what kind of information to expect 
when using these two different modes of interaction. Consider the 
following excerpt where the helper is explaining how to traverse 
the ‘Event List’ feature that is organized as a table with each row 
containing a distinct event: 

“You can navigate through the table (by changing screen 
reader cursor) with Control+Option+Up and Down ar-
rows to hear screen reader speak (the name of the mu-
sical note for each event on the list) as you navigate 
to them, or use just up and down arrows (for moving 
keyboard focus) to not hear screen reader speak but 
just the note played.” 

Here, the helper suggests navigating between the rows by mov-
ing the keyboard focus (using either up/down arrows) or the screen 
reader cursor (using Control+Option+Up/Down arrows). Impor-
tantly, each of these interactions in this case provides different in-
formation, which can be useful depending on what the help-seeker 
2Depending on a user’s settings, both screen reader cursor and keyboard focus can 
move together in many situations, but that is not always the case. 

Figure 3: Navigating the Event List feature in a tabular format 
by moving screen reader cursor and keyboard focus. 

wants to achieve. Figure 3 illustrates this example. The keyboard 
focus (highlighted in blue) is on the second row of Event List, and 
the screen reader cursor (denoted by the black rectangle) is on a 
particular element ‘C2’ on the second row - which is the name of 
the musical note associated with this event. In this situation, if one 
moves the screen reader focus upwards using Control+Option+Up 
arrow, the screen reader will speak out the name of the note associ-
ated with the event in the first row, i.e., ‘C#2’. Alternatively, if one 
presses only the Up arrow to move the keyboard focus to the first 
row, screen reader will not give any spoken feedback, and instead 
the musical note C#2 will be played. 

This example highlights how helpers teach others to combine 
different modes of interaction to extract information about GUI el-
ements. We observed additional instances of this kind of guidance. 
For example, in the mixing window of Logic Pro, using Up and 
Down arrows would move the keyboard focus from one track to an-
other but will not announce which track currently has the focus. In 
one thread, a helper suggested that the help-seeker could indirectly 
find out the current track under keyboard focus by pressing the ‘M’ 
key to toggle the muted/unmuted status of the currently selected 
track, because this action will announce both the muted/unmuted 
status and the name of the currently selected track. Overall, these 
instances reveal the challenges associated with obtaining and max-
imizing information about GUI elements, and how experienced 
helpers provide strategies to help screen reader users more effec-
tively extract information from the DAW interface. 

4.3.4 Inferring System State in the Absence of Screen Reader Feed-
back. One of the challenges for screen reader users is maintaining 
awareness of the system state as they move through a GUI and 
act on elements. Sighted users can see real-time changes on the 
GUI that make them aware of the effect of their actions (e.g., after 
pressing a keyboard shortcut, buttons turn red to indicate it has 
been toggled off). For blind users, sometimes the screen reader 
announces auditory feedback about changes to a GUI element (e.g., 
‘mute checkbox, checked’ or ‘mute checkbox, unchecked’). At other 
times however, due to inconsistent and incomplete screen reader 
support, the screen reader does not provide feedback when GUI 
elements are acted upon. This can lead to difficulties in tracking 
the system state for users who are not familiar with the behav-
ior of individual GUI elements. In such cases, expert helpers offer 
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workarounds to monitor the state of the element. For example, a 
helper explained how to keep track of the location of keyboard 
focus in a feature that does not provide auditory feedback: “The 
Left and Right arrows move you back and forth between the 16 steps 
of a repeating musical pattern... I counted using my Left and Right 
arrows so I could tell what step I was in out of 16.” Here, the helper’s 
explanation indicates that the screen reader does not directly an-
nounce which of the 16 steps is currently selected, therefore the 
helper shared their manual strategy of keeping track of the current 
step under keyboard focus by counting how many times they have 
pressed the Left/Right arrows. 

While expert screen reader users might have developed strate-
gies like the one described above to infer system state in the ab-
sence of direct screen reader feedback, this issue can exacerbate 
the troubleshooting process for inexperienced users. We see that 
help-seekers often run into situations where they cannot develop 
situational awareness about problems they are facing because they 
are uncertain about why there is no screen reader feedback after 
pressing a particular keyboard shortcut, which may be because 
screen reader feedback was not implemented for the associated 
action or because the keyboard shortcut did not have the intended 
effect or did not work at all. When help-seekers mention such 
problems in their posts, helpers use their prior experience and con-
textual knowledge to support help-seekers in inferring system state, 
even if the underlying causes are not readily apparent from screen 
reader announcements alone or simply there is no screen reader 
feedback. Bigham et al. [6] describe this as “not knowing what you 
don’t know,” which is a pervasive problem in web accessibility and 
appears in numerous threads within our corpus. 

Others experience confusion when an action they performed 
previously suddenly no longer works, and they do not have screen 
reader feedback to help understand what is causing the problem. 
Consider the following conversation where the help-seeker is facing 
a problem with a specific screen reader shortcut not generating the 
intended effect, despite the screen reader focus being on the correct 
GUI element. 

Help-seeker: A couple versions ago, I could press Con-
trol+Option+Shift+Space (shortcut for simulating mouse 
click) on the Duration text field and edit it. With the 
updates, are we no longer able to edit this field with 
Control+Option+Shift+Space? 
Helper: Try full screening Logic Pro so that there is 
less chance of another window being in the way. 

At first, the help-seeker wonders if the feature no longer works 
as it used to because of software updates—a common problem for 
screen reader users [16]. Instead, the helper offers another possi-
bility given that the keyboard shortcut mentioned in help-seeker’s 
post is a screen reader specific shortcut for simulating mouse click. 
The helper deduces that the shortcut might not have worked on 
the desired text field because another application’s window was 
possibly covering the DAW, so the mouse click was taking place on 
the wrong application’s window—unbeknownst to the help-seeker 
because there is no screen reader feedback that announces this. 
Therefore, the helper suggests full screening Logic Pro window 
to mitigate the chance of another application’s window getting in 
the way. Even without direct access to the help-seeker’s GUI, this 

experienced helper made an educated guess regarding the source 
of the problem based on their experiential knowledge and prior 
experience dealing with similar problems. Indeed, we found other 
instances of help-seekers facing similar problems (e.g., simulating 
mouse click brought screen reader focus to an unintended window, 
or text fields were no longer editable after simulating a double-click) 
where a helper was able to infer the likely cause based on their 
prior knowledge of simulating mouse actions. 

Overall, the above examples illustrate that the complexities asso-
ciated with maintaining awareness of system state in the absence 
of screen reader feedback often leads to misunderstandings and 
requires troubleshooting with helpers who offer guidance based on 
both inference and their prior experience. 

4.3.5 Resolving Incorrect Mental Models of How Features Work. 
Another form of support helpers provided help-seekers involves 
resolving incorrect mental models of how the GUI works. As demon-
strated in Section 4.3.4, the absence and incomplete nature of screen 
reader feedback can result in an inaccurate understanding of the 
state of GUI and requires screen reader users to learn strategies to 
infer the current state. In more extreme cases, poor screen reader 
feedback may even result in incorrect mental models about the 
scope and functionality of certain features. Although expert screen 
reader users may have developed more accurate mental models 
about the scope and functionality of a DAW’s feature, this issue 
becomes particularly challenging for inexperienced help-seekers. 
Thus, helpers must identify help-seekers’ inaccurate mental models 
by parsing their posts and attempt to correct their misconceptions. 

As an illustrative example, we detail a help-seeker’s question 
about Punch-In Locators and the complex back-and-forth exchange 
among multiple helpers. For context, Logic Pro has a specific pair of 
features called Auto-Punch mode and Punch-In Locators, where a 
user can place a start locator (similar to a marker) at one timestamp 
and an end locator at another timestamp on the audio timeline. Turn-
ing on the Auto-Punch mode automatically sets the two Punch-In 
Locators at random points on the audio timeline, and their positions 
can be later adjusted using keyboard shortcuts. Auto-Punch mode 
remains activated unless a screen reader user turns it off with a 
keyboard shortcut (see Figure 4)). When Punch-In Locators are set 
on the audio timeline and the Auto-Punch mode is enabled, if a user 
attempts to record audio (e.g., an instrument or vocal) on any track, 
recording will take place only inside the region of time marked by 
the Punch-In Locators (i.e., between the start and end markers), 
but nothing will be recorded outside of the region marked by the 
Punch-In locators. Although a single pair of Punch-In Locators 
apply globally to all tracks, a screen reader only announces when 
Punch-In Locators are added or removed but does not announce the 
global scope of these locators. As a result, a relatively inexperienced 
help-seeker may form an incorrect mental model of how these loca-
tors work and where they apply (i.e., globally on all tracks or on a 
track-by-track basis). To make things worse, when the Auto-Punch 
mode is turned on using its designated keyboard shortcut, no screen 
reader feedback is provided, making it easy to unintentionally place 
and activate Punch-In locators. Below we detail a back-and-forth 
exchange related to an incorrect understanding of this feature. 

A help-seeker begins by asking, “I’m trying to record a piano on 
a track. The track is a software instrument set up as it should be. . . 
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Figure 4: Visual cues for the Auto Punch mode and Punch-
In Locators available to sighted users. Red icon at the top 
indicates that the Auto Punch mode is ON. Red bar on the 
audio timeline indicates the presence of Punch-In Locators 
between 7 sec and 11 sec. The position of this red bar on 
the DAW’s global audio timeline indicates that Punch-In 
Locators apply to all tracks, not just a specific track. 

I hear the instrument as I play, and yet nothing is recorded, why?” 
A first helper (Helper-1) asks, “Is Auto-Punch mode enabled and 
the Punch-In locators outside the position you want to record?” Here, 
Helper-1 suspects that the source of problem could be that the Auto-
Punch mode is enabled and there are Punch-In locators on the help-
seeker’s project that they are not aware of, which is preventing the 
recording from taking place anywhere except between the Punch-
In Locators. In response, the help-seeker claims that there should 
be no Punch-In Locators remaining on their project, because they 
have already removed the associated track where they may have set 
Punch-In Locators. They posted, “I haven’t set any Punch-In locators. 
And even if I had set any Punch-In Locators by mistake, they should 
have disappeared with the track I deleted, thinking that the problem 
was with the track. But the problem still persists even after making a 
new track.” This response shows the help-seeker’s misconception 
about how Punch-In Locators work, thinking that they are track-
specific and should be removed when a track is removed when in 
fact they are global and apply to all tracks. 

Another helper (Helper-2) joins the conversation and suspects 
the same problem as Helper-1. They suggest, “It might be that 
Auto-Punch is on. Try turning Auto-Punch off. . . To do this, hit Con-
trol+Option+Command+P.” The help-seeker, however, affirms their 
belief that the Auto-Punch mode is already deactivated after check-
ing certain information on the DAW. They explain, “When I look in 
the control bar, I see an area that says Auto-Punch layout item or some 
such...is turned off.” Importantly, the help-seeker’s uncertain word-
ing here suggests they might have confused another GUI item for 
the Auto-Punch mode button. Inconsistent and ambiguous screen 
reader feedback may have reinforced the help-seeker’s inaccurate 
mental model of the system state. Helper-2 suggests again that 
the help-seeker try the shortcut to make sure the Auto-Punch is 
turned off. In response, the help-seeker confirms that Auto-Punch is 
indeed off, saying, “I’ve gone into the project again and checked. The 

Auto-Punch is off. . . And it has always been like this in this project. . . 
Logic Pro simply refuses to record one single note even if I hear the 
piano... I cannot see any logical reason why it should be this way.” 

Not giving up on the issue, the help-seeker shares their trou-
bleshooting steps by posting “Update: I made another instrument 
track just to check if the problem is global or local. That is if it’s like 
this on every track or just a single one. Turns out the problem is global, 
I cannot record on any track. . . My confusion is now monumental.” 
Here, upon debugging by trying to record on newly created tracks, 
the help-seeker finally identifies that the problem is not track-
specific, rather it continues to persist even for new tracks. While 
the help-seeker has now been able to form a partial understanding 
of the problem (i.e., the scope is global rather than track-specific), 
they still cannot identify the source of the problem, which confuses 
them even more. After multiple responses from other helpers, the 
help-seeker finally responds with a resolution, “The problem I had 
with not being able to record on a track is now solved. Turns out 
that the person (Helper-2) who wrote about Auto-Punch mode was 
completely right, it was turned on. How I did it I cannot understand...” 

The “monumental” confusion experienced by this help-seeker 
was enabled by their misunderstanding of the system state (i.e., 
that the Auto-Punch mode was on) as well as their incorrect mental 
model about the scope of Punch-In Locators. Even with repeated 
attempts by multiple helpers, it was exceedingly difficult for the 
help-seeker to rectify their inaccurate understanding of the system 
state and mental model of how the Punch-In Locator feature works. 
This is only one of many instances we observed related to helpers 
supporting help-seekers in resolving incorrect mental models of 
how the system works. Other instances involved help-seekers’ con-
fusion about setting markers in a track and misunderstanding how 
copying a sound file from the file browser to Logic Pro works, both 
of which also point to how the lack of clear and effective screen 
reader feedback contributes to users developing incorrect men-
tal models, requiring expert helpers to leverage their experiential 
knowledge for sorting out these misconceptions. 

4.3.6 Augmenting Text-Based Support with Additional Resources. 
In some situations, helpers and help-seekers did not manage to 
resolve confusions by describing problems and communicating 
suggestions through their text-based conversations alone. These 
situations included help-seekers struggling to replicate the helpers’ 
instructions, helpers not getting adequate situational awareness 
about the system state from their conversation with help-seekers, 
and helpers deeming a solution to be too complex to explain using 
text alone. In such cases, helpers and help-seekers moved to alter-
nate modalities and mediums for sharing instructional support [43]. 
This would involve synchronous meetings over videoconferencing 
tools like Zoom, exchange of voice messages on WhatsApp, send-
ing audio project files back and forth, making new audio tutorials, 
or referring help-seekers to existing resources (e.g., user manuals, 
audio/video tutorials produced by others) for performing the tasks 
at hand. In one thread, a help-seeker asked how to use a feature 
called ‘Marquee Selection Tool.’ In reply, a helper provided step-
by-step written instructions for this tool. However, the help-seeker 
responded that they were still struggling with understanding the 
instructions. The helper then asked the help-seeker to send the au-
dio project file so that they could make an audio tutorial on how to 



Understanding Peer-to-Peer Instructional Support in an Online Community for Blind Audio Producers ASSETS ’23, October 22–25, 2023, New York, NY, USA 

use the feature using the help-seeker’s file. Similarly, help-seekers 
sometimes shared audio recordings they made of screen reader 
announcements while replicating problematic tasks that needed 
troubleshooting. As another example, when a help-seeker asked 
how to use a feature called ‘Punch Recording,’ a helper shared that 
they found it difficult to explain this feature in written form, saying 
“I do it all the time, but I can’t seem to explain in writing.” Instead, 
they recorded an audio tutorial covering the basics of that particular 
feature and shared it on the conversation thread. 

5 DISCUSSION 
Our analysis details how blind and low-vision screen reader users 
engage in peer-to-peer instructional support in an online text-
based Q&A community centered around audio production software. 
While community members posted about a variety of topics, includ-
ing product reviews and recommendations, offers of available audio 
editing services and equipment, and advocacy for accessible tools 
and resources, the overwhelming majority of posts asked for help 
navigating and interacting within audio production tools. We turn 
our attention to a discussion of key insights drawn from the ways 
in which help-seekers and helpers work together to achieve shared 
understanding when resolving technical issues as well as future 
opportunities for designing more effective tools for peer-to-peer 
instructional support among screen reader users. 

5.1 Achieving Shared Understanding During 
Collaborative Troubleshooting Among 
Screen Reader Users 

Prior work shows that screen readers often do not support the same 
level of awareness about the GUI state as visual representation does 
in terms of glanceability, discoverability, and gestalt perception 
[17, 53, 54]. Our findings also show evidence of this: we observed 
instances where help-seekers could not develop a complete aware-
ness about their system state from the screen reader translation of 
sophisticated visual feedback alone, primarily because the auditory 
feedback was inadequate or missing and did not allow for a way to 
verify the task state, despite the information being visually avail-
able. As an example, in Section 4.3.4, the help-seeker had no way 
to know whether another application’s window was covering their 
DAW—a likely reason behind their simulation of mouse action not 
working—since screen reader does not provide active feedback for 
when interfaces overlap. Nevertheless, an interesting aspect in this 
scenario is that the helper was able to draw upon their prior expe-
rience in predicting the source of the help-seeker’s problem. Here, 
we can see that for expert helpers, experiential knowledge may 
sometimes compensate for the lack of feedback in understanding 
system state. However, for the help-seeker, the lack of experien-
tial knowledge would not have stood in the way of understanding 
system state if they received real time feedback about the overlap-
ping windows—something sighted users readily receive by visually 
noticing the spatial positioning of different windows. 

Our analysis provides evidence of how such asymmetry between 
visual information in a GUI and sparse auditory feedback through 
screen readers [17] can both delay and disrupt achieving shared 
understandings between helpers and help-seekers. In Section 4.3.5, 
we notice how the lack of screen reader feedback on the system 

state makes it more difficult for both the help-seeker and helpers to 
develop a common understanding about the source of the problem 
around the presence/absence of Punch-In Locators. With persistent 
visual cues, a sighted user would have easily seen that the Punch-In 
Locators were global and cannot be removed simply by deleting a 
track. However, since this information is not readily provided by 
the screen reader to the help-seeker, the helper also had to include 
additional description of how Punch-In Locators worked to suc-
cessfully achieve mutual understanding with the help-seeker. Thus, 
helpers often need to anticipate the sources of misalignments in 
both communication and knowledge based on their prior experi-
ences and seek to provide additional information to avoid or repair 
those misalignments [14]. 

To this end, our analysis of conversations in this community 
show a number of distinct conversational norms and practices 
adopted by the blind and low vision members to facilitate the pro-
cess of achieving a shared understanding about a graphical user 
interface. For example, establishing effective navigational signpost-
ing of GUI elements provides a unique strategy enacted by screen 
reader users for other screen reader users, as explained in Section 
4.3.2. While collaboration among sighted people also involves the 
use of directional terms (e.g., top-left, near the bottom) and deic-
tic moves (e.g., here, there) to refer to particular regions of a GUI 
[13, 22], these terms often carry little meaning for screen reader 
users in reconstructing a meaningful spatial structure of a complex 
visual interface. Therefore, contextualizing the position of an ele-
ment by referring to its nearby and parent/child elements in the 
hierarchical accessibility tree as well as using standard element 
names and types are strategic moves to maximize the chances of 
achieving a shared understanding between multiple screen reader 
users in an asychronous text-based conversational medium. 

Overall, this interplay between screen reader announcements 
about system state (or lack thereof), experiential knowledge, and 
conversational practices designed to scaffold novice users raises 
important questions about the process of achieving shared under-
standing of complex, visually-oriented tools among screen reader 
users. To this end, future research could seek to extend our cur-
rent understanding of the conversational grounding process in 
peer-to-peer support among blind and low vision software users, a 
concept that up until now has mostly been studied in the context 
of collaboration between sighted people [13, 22, 32, 56]. 

5.2 Reimagining Peer-to-Peer Instructional 
Support for Screen Reader Users 

Understanding the practices and norms of this particular online 
community reveals opportunities for reimagining the ways in which 
online platforms enable peer-to-peer instructional support among 
screen reader users. 

5.2.1 Learning From Conversational Norms. Our findings in Sec-
tions 4.2 and 4.3 reveal conversational norms that help-seekers 
and helpers use to formulate their questions and responses in this 
community. For example, help-seekers often include their prior 
knowledge, current practice, and goal in addition to their specific 
query. Helpers’ responses also contain useful information regarding 
navigating to and obtaining information from GUI elements, which 
often describe step-by-step solutions and offer keyboard shortcuts. 
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Future work could leverage these conversational norms that are 
rooted in screen reader users’ shared experience with software tools 
to prompt posters to provide additional information if they did not 
and to automatically generate additional details that complement 
helpers’ instructions. For example, such a system could parse posts 
to look for non-standard terminology and suggest correct terms, 
which would potentially reduce confusion and the need for addi-
tional turns of conversation for clarification. As another example, 
future systems could parse helpers’ instructions regarding a naviga-
tional or information retrieval task and generate audio recordings 
of what the screen reader announcements and associated keyboard 
actions at various stages of the task would sound like. 

5.2.2 Leveraging Traces of Screen Reader Activity to Support Shared 
Awareness. The text-based nature of this online community, which 
many members use like a mailing list, provides an accessible format 
for seeking and receiving support among blind and low vision 
screen reader users. Although text-based discussion communities 
have many benefits, such as their accessibility and searchability, 
community members sometimes had difficulty communicating their 
problems and solutions and resolving misunderstandings using text 
alone. As our findings reveal, some helpers and help-seekers would 
switch to other richer communication channels where they could 
hear the other person’s screen reader. To this end, future work could 
explore features that allow capturing and sharing text or audio 
recordings of screen reader announcements. Help-seekers’ screen 
reader announcements provide helpers with more context about 
their DAW’s system state, any error messages they might be getting, 
and more. Conversely, by listening to screen reader feedback shared 
by helpers, help-seekers can get a concrete understanding of what 
the navigation or interaction with GUI elements sound like and 
how information is presented within different GUI elements [57]. 
Of equal importance is knowing the keyboard actions preceding 
each screen reader announcement to under stand what kind of 
announcement (or lack thereof) to expect in certain situations. 
Many screen readers already store recent history of screen reader 
speech (last several announcements) and allow users to copy and 
share them in textual form. Apple’s VoiceOver screen reader can 
also output the most recent announcement as an audio file. Just as 
sighted people share screenshots of GUIs with helpers when they 
encounter a problem, future work could explore richer multimodal 
traces of screen reader activity as a way of providing additional 
context when requesting and providing help. 

5.2.3 Embedding Conversational Activity and Instruction Within 
Software Tools. Another direction for future work involves enhanc-
ing the ways in which screen reader users can discuss and reference 
parts of a complex visual interface. Towards this end, peer support 
could be embedded within the DAW environment, such as how Pro 
Tools (a prominent DAW) recently introduced cloud-based features 
that allow people to chat while working within a shared project. 
Similar kinds of integrated support could be critical for blind and 
low vision audio producers who are just entering the industry or 
looking to advance their skills. However, few interactive tools of 
this nature exist for screen reader users, and without creating new 
tools that emphasize screen reader access from the start, existing 
systems (e.g., the Pro Tools embedded chat feature) are likely to 

widen existing gaps in access. Some other work has explored inter-
active tutorials for screen reader users. For example, the Tutoria11y 
system [57] captures a blind instructor’s explanations in an audio 
file and plays their instructions step-by-step as a learner progresses 
through various screen reader commands. Developing future sys-
tems that enable seamless integration of instructor and helper activ-
ity within the environment of interest is a promising approach for 
supporting screen reader users in learning to use complex software 
required for various forms of skilled work. Another promising ap-
proach for supporting such on-demand instruction within software 
tools for screen reader users could be the use of modern artificial 
intelligence technologies. As an example, AI-based systems such as 
large language models (LLMs) are becoming increasingly popular 
in help-seeking contexts such as getting coding tips and identifying 
mistakes in code [52]. However, it remains to be seen how well 
these platforms support blind and low vision users while seeking 
help with their coding problems as well as in other contexts that 
involve learning software tools, especially considering the unique 
challenges associated with learning to navigate complex GUIs using 
screen reader technology. Our findings about misalignments be-
tween helpers and help-seekers, and the conversational strategies 
they use to resolve such issues, might provide starting points for 
both studying and improving the design of AI-based help-seeking 
platforms for screen reader users. 

6 CONCLUSION 
In this paper, we present results from an analysis of Q&A conver-
sations between blind audio producers who seek and provide help 
related to using complex audio editing software with a screen reader. 
Our findings detail the kinds of questions posters ask in this online 
community, the vast majority of which are related to understand-
ing how to navigate and interact with the Logic Pro DAW using 
VoiceOver. An in-depth analysis of help-seekers’ queries reveals the 
the kinds of instructional support screen reader users are seeking 
and how they formulate their requests for support. In turn, helpers 
use a variety of strategies to support collaborative troubleshooting 
with help-seekers and achieve a shared understanding of various 
problems and solutions. Reflecting upon our findings, we discuss 
the complexities of how help-seekers and helpers reach a shared 
understanding during troubleshooting as well as opportunities for 
designing new systems that enable more effective peer-to-peer 
instructional support for screen reader users. 
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GLOSSARY 
Auto-Punch mode is a special recording mode in which a 

portion of an audio track can be re-recorded during playback, 
without touching any other part of the track. 9 

DAW or Digital Audio Workstation is a software tool used 
for recording, editing, and producing audio content. Some 
common DAWs are Garageband, Logic Pro, etc. 1–5, 7–10 

Event List shows a list of events such as where a musical note 
or a audio clip starts on the timeline, length of the clip and 
so on in a table format. 8 

Logic Pro is a DAW developed by Apple. 1, 3–5, 7–10 

Punch-In Locator marks the start or end point on the time-
line for recording in Auto Punch mode and limits what part 
of a audio track will be overwritten. 9 
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